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The major macromolecular crystallographic refinement

packages restrain models to ideal geometry targets defined

as single values that are independent of molecular conforma-

tion. However, ultrahigh-resolution X-ray models of proteins

are not consistent with this concept of ideality and have been

used to develop a library of ideal main-chain bond lengths and

angles that are parameterized by the ’/ angle of the residue

[Berkholz et al. (2009), Structure, 17, 1316–1325]. Here, it is

first shown that the new conformation-dependent library does

not suffer from poor agreement with ultrahigh-resolution

structures, whereas current libraries have this problem. Using

the TNT refinement package, it is then shown that protein

structure refinement using this conformation-dependent

library results in models that have much better agreement

with library values of bond angles with little change in the R

values. These tests support the value of revising refinement

software to account for this new paradigm.
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PDB References:

ferredoxin:NADP+ reductase

at 100 K, 3lo8; at 295 K

refined against all data, 1jb9;

at 295 K refined withholding

test set, 3lvb.

1. Introduction

Traditional and current stereochemical libraries used in crys-

tallographic refinement of proteins (Diamond, 1971; Vijayan,

1976; Hendrickson & Konnert, 1980; Tronrud et al., 1987; Engh

& Huber, 1991, 2001) have single fixed target values for bond

lengths and angles that are independent of ’/ and other

freely rotatable torsion angles. For protein structure refine-

ment, the most recent major improvement in restraints was the

introduction by Engh & Huber (1991) of a carefully selected

restraint set, called the CSD-X library, based on the small-

molecule structures from the Cambridge Structural Database

(Allen, 2002). The replacement of the then commonly used

X-PLOR param19x restraints (Brünger et al., 1989) with the

CSD-X library yielded little change in R values but a roughly

10% improvement in the agreement of structures with the

restraints (Engh & Huber, 1991).

A recent series of Letters to the Editor in this journal has

discussed the usage and limitations of such restraint libraries

(Jaskolski et al., 2007a,b; Stec, 2007; Tickle, 2007; Karplus et al.,

2008), focusing on the conflict between weighting the stereo-

chemical restraints loosely enough to allow the model to

exhibit real deviations from library values, yet weighting

tightly enough to prevent nonsensical deviations. The key

observation sparking concern was that compared with low-

resolution structures, ultrahigh-resolution structures deviate

more from the ideal library (Jaskolski et al., 2007b). Karplus et

al. (2008) suggested that the conflict largely occurs because the

current restraint libraries do not account for real systematic

variations in geometry that occur as a function of conforma-

tion. They further proposed that the dilemma can be avoided

by creating a new kind of restraint library which accounts for
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the systematic conformation-dependent variation in the ‘ideal

geometry’.

Recently, Berkholz et al. (2009) have created such a

conformation-dependent library (CDL) for the protein back-

bone. They used a large collection of ultrahigh-resolution

protein models (�1 Å resolution) to deduce target values and

standard deviations for the main-chain bond lengths and

angles as a function of the ’/ angles of the residue in ques-

tion. They concluded that the bond-angle variations seen were

well determined at these resolutions but that the bond-length

variations seen would need higher resolution structures to be

determined accurately; even then, Berkholz and coworkers

expected that any trends in bond lengths would involve such

small differences that the variations would have little impact

on coordinate accuracy. For the bond angles, the target values

were found to vary smoothly with conformation over a wide

range for some angles (e.g. the N—C�—C angle having a

spread of 6.5�) and to vary in ways consistent with the

underlying nonbonded interactions that create the excluded

zones in a Ramachandran plot (Ramachandran et al., 1963).

The question then became how the use of the CDL would

impact crystallographic refinement (Dauter & Wlodawer,

2009). Answering this question is nontrivial because current

crystallographic refinement programs have been constructed

using the paradigm of ‘single ideal value’ restraints and would

require substantial modification to use the new CDL para-

digm. Here, we assess the value of switching to the new

paradigm by carrying out a series of test refinements using the

TNT refinement package (Tronrud et al., 1987; Tronrud, 1997),

which has a flexible design that allows it to be used in the

development of novel refinement techniques without modi-

fying its source code (e.g. Chapman, 1995; Bricogne & Irwin,

1996). The tests show that the improvements brought by using

the CDL in place of the CSD-X library are even larger than

those that accompanied the adoption of the CSD-X restraint

set 20 years ago.

2. Methods

2.1. Implementation of the conformation-dependent library

(CDL) in TNT

The CDL (Berkholz et al., 2009) is a library of ’/ -

dependent standard values for the bond lengths and angles of

the protein backbone. Compared with the most widely used

single-value library derived from the Cambridge Structural

Database (Allen, 2002) (CSD-X; Engh & Huber, 1991), the

target values for angles vary by as much as 3.5� from the single

ideal values. In addition, the library is more precise in that the

standard deviations associated with the target values in the

CDL are generally smaller.

The particular CDL of Berkholz et al. (2009) parameterized

five classes of residues each having a substantial number

(>500) of observations. For our tests we have expanded the

classification scheme to make it logically complete. The

complete set of residue groupings are designated A–H, with

A–D encompassing residues not preceding a proline and E–H

containing otherwise equivalent residues followed by a

proline. Class A contains all residues not included in the other,

more specialized, classes. Class B contains isoleucine or valine.

Class C contains glycine and class D contains proline. Within

each of these eight categories the ideal values and standard

deviations are tabulated for each 10� � 10� cell in ’/ space,

resulting in 36 � 36 � 8 = 10 368 target values for each length

and angle. For infrequent (<3) conformers, reliable target

values could not be derived and these were set equal to the

global average for that category. Because no ’ angle is defined

for an N-terminal residue and no  angle is defined for a

C-terminal residue, these residues were restrained using

CSD-X target values. All restraints not within the main chain

were also based on the CSD-X target values.

In the standard TNT library, the PEPTIDE linkage defines

all of the bond-length and bond-angle restraints for the

backbone. In the CDL, for a peptide bond connecting residue i

to residue i + 1 most backbone target values depend on

the classification of residue i, while the C—N length and

C—N—C� angle depend more heavily on that of residue i + 1.

Thus, CDL information was implemented by introducing

20 736 distinct peptide-linkage groups: 10 386 having the letter

X as the first character of their name and defining those target

values determined by the classification of residue i + 1 and

another 10 368 starting with the letter Y with target values

defined by residue i. For the names of the linkages, the second

symbol was the amino-acid category code (i.e. A–H) and the

third and fourth symbols specify the ’ and  bins using the

letters a–z as well as the digits 0–9 to provide the 36 required

symbols. The letter a, for example, corresponds to an angle

between �185� and �175�. A Python program was written to

convert the CDL to this TNT geometry library.

A second program created a special TNT sequence file

including the proper links based on ’/ angles and residue

type. Normally sequence files are named with the .seq

extension, but the new versions are named with a .kseq

extension to make them distinct. As an example, a few resi-

dues of a .seq file and a .kseq file for rFNR (PDB code 3lo8)

are shown here on the left and the right, respectively:

To refine with the CSD-X library one simply includes the

.seq file in the TNT control file since CSD-X is the default

library. To use the CDL, one includes the .kseq file and the

CDL data file. The only change made to the TNT code was to

increase the array size for storing linkages.

2.2. Refinement protocol

Refinement involved preconditioned conjugate-gradient

(Tronrud, 1992) least-squares minimization with no manual

intervention. As use of the new library might change the

optimal overall weight for the diffraction data relative to the

geometric restraints, refinements were run with overall

weights of 0.25, 0.5, 1, 2 and 4, where the higher numbers

enforce the diffraction data more strongly. This set of weights

bracketed the lowest free R in all of the test cases performed.
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We did not attempt to fine-tune the weight. Because initial

tests showed that the R values did not always vary smoothly

with the overall weight, 20 refinements were run for each test

condition using starting models ‘jiggled’ by random coordinate

and B-factor shifts with an r.m.s. magnitude of 0.2 Å and 2 Å2,

respectively. The statistics reported for each overall weight are

the averages and the standard deviations of the mean based on

each set of 20 runs.

2.3. Test-case data sets and models

For the test refinements, we chose the maize-root ferre-

doxin:NADP+ reductase (rFNR) system, for which we have

access to an ultrahigh-resolution reference structure as well as

data sets in three resolution ranges and at two temperatures.

Data sets used in the test cases are denoted as LT1.05, LT1.7,

LT2.4, RT1.7 and RT2.3 to indicate the temperature of data

collection and the resolution of each (Table 1). The reference

ultrahigh-resolution model (3lo8) was originally refined

against LT1.05 using SHELXL (Sheldrick, 2008) and has an

Rwork and Rfree of 0.125 and 0.155, respectively (Faber &

Karplus, unpublished data). Since we did not have a data set

from a frozen rFNR crystal that only diffracted to 1.7 Å

resolution, the data set LT1.7 is simply LT1.05 truncated to

1.7 Å. RT1.7 and the accompanying models, PDB entries 3lvb

and 1jb9, have been described previously (Aliverti et al.,

2001). 1jb9 is the final model, refined against all data, and has

an R value of 0.167. 3lvb is the

penultimate model produced

before the final round of refine-

ment against the full data set. It

has an Rwork and Rfree of 0.164

and 0.223, respectively. Data sets

RT2.3 and LT2.4 were collected at

our laboratory source using the

same protocol as described for

the RT1.7 data set (Aliverti et al.,

2001), but using a very short

exposure time of 20 s per frame

to ensure lower quality. Their

resolution cutoffs reflect the

resolution at which their inten-

sities naturally fall to the noise

level.

We included test refinements

against both room-temperature

and low-temperature data sets for

two reasons. Firstly, because the

CDL was derived from models

based on LT data, including both

assesses to what extent these

restraints are also useful in

refinements against RT data.

Secondly, including the RT data

sets allowed us to perform test

refinements using a true 1.7 Å

resolution data set rather than

only one derived by the trunca-

tion of a higher resolution data

set. Including the LT refinements

was important as these refine-

ments had a reference ultrahigh-

resolution structure to compare

against.
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Figure 1
Agreement of existing models with the CSD-X and the CDL geometries as a function of resolution. (a) The
median r.m.s.d. of the main-chain angles from the CSD-X library (blue squares) and the CDL (red circles)
for 35 protein chains in each 0.1 Å resolution shell are plotted as a function of resolution. (b) Same as (a)
but only the N—C�—C bond angles are considered. (c) Scatter plot comparing the r.m.s.d. of the backbone
angles to the CDL for each chain as a function of its fit to the CSD-X library. The resolution bins shown are
3.0 Å (green triangles), 1.5 Å (blue circles) and 1.0 Å (red diamonds). (d) Same as C but for the N—C�—C
bond-angle statistics. The 35 structures in each 0.1 Å resolution shell were selected from the PDBselect 25
list of Protein Data Bank entries (Griep & Hobohm, 2010) and are listed in the supplementary material.

Table 1
List of test-case data sets and study models.

Data-set
name†

Resolution
(Å)

X-ray
source

Complete-
ness (%)

Rmeas

(%) Starting model

LT1.05 1.05 APS 14c 99.7 10.0 No new refinement
LT1.7 1.7 APS 14c 99 9.7 3lo8; anisotropic B

factors removed
LT2.4 2.4 R-AXIS IV 93 6.8 3lo8; waters with

B > 30 Å2 deleted
RT1.7 1.7 R-AXIS IV 98.6 6.8 3lvb
RT2.3 2.3 R-AXIS IV 83 11.5 3lvb; waters with

B > 50 Å2 deleted

† LT and RT data sets were collected at 100 and 295 K, respectively. The LT1.7 data set
was simply derived by truncating the LT1.05 data set. The others were all independently
collected from crystals of rFNR.
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2.4. A ‘perfect’ restraint library

As a control, we constructed a ‘perfect’ TNT library by

creating a sequence file where each residue and linkage had a

unique type and the target values (backbone, side chain and

cofactor) for these types and linkages were simply calculated

from the 1.05 Å model 3lo8. The standard deviations were set

to be equal to those from the equivalent entries in the CDL.

The planarity restraints were left identical to those in the

CSD-X library. When atoms occurred in alternative confor-

mations the ‘perfect’ bond lengths and angles were calculated

from the A conformer alone. Since the other conformers have

different values, the overall r.m.s.d. (root-mean-square

deviation) of 3lo8 from the ‘perfect’ library is not zero, but

0.004 Å and 1.00� (0.004 Å and 0.82� for main-chain restraints;

see Table 2). Although 3lo8 is only an approximation to the

true structure, it does match the diffraction data better than

any other model. In principle, this library is perfect for guiding

a lower resolution refinement to produce a structure that

matches the reference 1.05 Å rFNR model. Although

impractical for any other use, this library represents the

extreme of a library that accounts for all the fluctuations in

geometry caused by local context and conformation.

3. Results

3.1. Validation of the CDL

Given that a major symptom of the limitations of the

CSD-X library is its poorer agreement with ultrahigh-

resolution structures, we first tested how it and the CDL

compared in this regard. As seen in Fig. 1(a), the r.m.s.d. from

the CSD-X library for representative structures in the PDB

shows the expected trend that agreement is good (�1.3�) at

lower resolutions where restraints are dominant, but the

agreement systematically worsens as the resolution gets

better; finally, for structures better than 1.5 Å resolution there

is a sharp degradation in agreement. In contrast, the fit to the

CDL is largely independent of resolution, hovering near 1.5–

1.6�. These trends mean that starting at near 1.5 Å resolution

the agreement with the CDL becomes much better than that

with the CSD-X library even though these structures have

been generated using restraints to the CSD-X library.

A similar analysis that only includes the highly variable

N—C�—C bond angles (Fig. 1b) remarkably shows that the

CDL fits these angles better than the CSD-X library at all

resolutions, with an increased margin of improvement at

higher resolutions.

The analysis for bond lengths shows that the agreement

with both libraries follows the same trend, with agreement

becoming worse at higher resolutions (Fig. S1 in supplemen-

tary material1). This supports the conclusion that even for the

�1 Å resolution structures used to create the CDL the

diffraction data do not contain sufficient information to

overcome bias from the CSD-X restraints.

To see how individual structures behave and how the

CSD-X library and the CDL deviations correlate with each

other, for each structure in the 3.0, 1.5 and 1.0 Å shells we

compared how well it agreed with each of the two libraries

(Figs. 1c and 1d). For both backbone angles and the N—C�—C

angle, within each shell the fit to the CDL increases in lock-

step with the improvement in fit to the CSD-X library. In all

cases the slopes are less than 1, showing that as restraints are

loosened the agreement with the CDL decreases less than the

agreement with the CSD-X library.

3.2. Assessing the suitability of the test cases

For the test refinements we used several data sets and

models of maize-root ferredoxin:NADP+ reductase (rFNR;

see Table 1). Mapping the rFNR models (3lo8 and 1jb9) onto

the plots of the sets of structures from the above analysis

(Figs. 1c and 1d) shows that their behaviour fits well into the

distributions, indicating they are representative.

We also compared these two rFNR models with all three

libraries (Table 2). Both models agree with the target values

from the CDL better than the targets from the CSD-X library,

although the difference is smaller for the lower resolution

model 1jb9. The differences are particularly striking for the

N—C�—C angles, where the fit is 20% better for 1jb9 and 40%

better for 3lo8. We also compared the two models against the

‘perfect’ library derived from 3lo8, the 1.05 Å refined rFNR

structure. For 3lo8 the backbone and N—C�—C angles are of

course very close to the perfect library; the residual is not

exactly zero only because the model includes alternative

conformations (see x2). For 1jb9, the backbone angles as a

whole deviate more from the perfect library than from the

other two libraries, but the N—C�—C angles are substantially

closer to the perfect library.

3.3. Head-to-head refinements comparing geometry libraries

The test data sets representing room temperature and

cryoconditions at 1.7 Å and at 2.3 Å resolution (Table 1) were

each used for parallel refinements with restraints either from

the CSD-X library, the CDL or the ‘perfect’ library. A family

of 20 refinements from different (‘jiggled’) starting models

(see x2) was run for each condition. As monitors of refinement

quality, we report the family average of Rwork and Rfree values,

the r.m.s.d. from ideality of backbone angles as a whole and

the N—C�—C angles in particular. We do not report bond-
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Table 2
Agreement of the two test-case models with the libraries.

PDB
code

Resolution
(Å) Library

MC lengths†
(Å)

MC angles‡
(�)

N—C�—C
angles (�)

1jb9 1.7 CSD-X 0.0119 2.17 3.49
CDL 0.0138 2.13 2.92
Perfect 0.0180 2.41 2.61

3lo8 1.05 CSD-X 0.0145 2.08 2.39
CDL 0.0145 1.68 1.42
Perfect 0.0035 0.82 0.38

† R.m.s.d. for the five main-chain bond lengths. ‡ R.m.s.d. for the seven main-chain
angles.

1 Supplementary material has been deposited in the IUCr electronic archive
(Reference: DZ5202). Services for accessing this material are described at the
back of the journal.
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length r.m.s.d.s because as noted above their variations owing

to ’/ are small and in all our tests these did not change

significantly when the library was changed (e.g. Table 2).

The general rule for choosing the weight for the diffraction

data relative to the stereochemical restraints is to run a series

of refinements with a selection of weights and to choose the

weight that resulted in the lowest free R (Brünger, 1997).

When the results of these tests are plotted as the Rfree versus

the logarithm of the weight, the resulting curve is expected to

have roughly the shape of a parabola. Of the 12 sets of test

refinements (four data sets with three different libraries each;

Figs. 2 and 3), eight of them showed the lowest Rfree at a weight

of 1.0. In the other four cases the bottom of the Rfree versus

weight parabola was rather flat so that the lowest Rfree and the

Rfree achieved using a weight equal to 1.0 were very close, with

the difference never being greater than 0.0002. This difference

is well below the precision of the Rfree calculation, which can

be estimated from the spread of the Rfree values calculated for

the 20 refinements performed for each trial (Figs. 2a and 3a).

We can conclude that the Rfree test has not indicated a

significant difference between the weight at the minimal Rfree

and a weight of 1.0 in these cases. Since the other indicators

monitored in these tests are

strong functions of the weight,

analysis of the differences

between the three libraries is

greatly simplified if we consider a

weight equal to 1.0 to be repre-

sentative of the performance for

all of the test refinements.

3.3.1. Room-temperature

rFNR test cases. Test refine-

ments against RT1.7 and RT2.3

used PDB entry 3lvb as the

starting model. The statistics for

the 1.7 Å and the 2.3 Å refine-

ments show very similar patterns

(Fig. 2). The Rfree differences

between the CSD-X library and

the CDL are very small (�0.001),

with the Rfree being slightly lower

at 1.7 Å with the CDL and at

2.3 Å with the CSD-X library. The

Rwork value is strongly dependent

on the weight, decreasing with

increasing weight, but at both

resolutions use of the CDL is

associated with a consistent very

small increase in Rwork at any

given weight (Fig. 2b).

In terms of geometric ideality,

the impact is much more notable.

For both refinements, use of the

CDL led to drops in the r.m.s.d.

from ideality of about 25% for

backbone bond angles in general

and of near 50% for the N—C�—

C angles in particular (Figs. 2c

and 2d). Interestingly, the perfect

library performs better than the

CDL, but only incrementally so.

3.3.2. Low-temperature rFNR

test cases. The test refinements

against the low-temperature data

sets at 1.7 and 2.4 Å (Fig. 3)

behaved similarly to the room-

temperature tests. Changes in

Rwork were again very small but in
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Figure 2
Behavior of test refinements against the RT1.7 and RT2.3 data sets. Each panel plots the mean values (with
�1� of the mean shown as error bars) of one refinement statistic as a function of the weight on the
crystallographic data used for test refinements performed using the CSD-X library (blue), the CDL (violet)
and the ‘perfect’ library (green). (a) Rfree. (b) Rwork. (c) R.m.s.d. for main-chain angles. (d) R.m.s.d. for
N—C�—C angles. For many points error bars are smaller than the line thickness and are not visible.
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the same directions and Rfree changed very little, with the CDL

giving the lower value against LT1.7 but the CSD-X library

being better against LT2.4. Also, using the CDL, at both

resolutions the r.m.s.d.s for the backbone bond angles and the

N—C�—C angles dropped by about 25 and 50%, respectively.

As with the room-temperature test cases, the r.m.s.d.s dropped

only a little further with use of the ‘perfect’ library. For both

the room-temperature and low-temperature refinements Fig. 4

summarizes the improvement in main-chain and N—C�—C

bond-angle ideality obtained using the CDL or perfect

libraries and a weight equal to 1.0.

3.3.3. Comparison of refined models to 3lo8. An estimate

of the accuracy of the models resulting from the low-

temperature refinements can also be obtained by comparing

their main-chain atomic positions with those of the ultrahigh-

resolution model 3lo8 (Fig. 5). The models created using the

CDL were better at matching the 3lo8 standard that those

created using the CSD-X library by about 10% at 1.7 Å and

15% at 2.4 Å. Using this measure, models created using the

perfect library were only another 8% better.

4. Discussion

For over 35 years protein crystallographers have been refining

models using the paradigm of a single ‘ideal’ target value. For

a given chemical type (considering protonation state, cis

versus trans isomers and glycine

and proline backbones as distinct

chemical types), bond lengths and

angles were defined as quantities

that did not vary with conforma-

tion. The availability of a new

library in which the ideal values

for the main-chain bond lengths

and angles are parameterized by

’/ angles (i.e. the CDL;

Berkholz et al., 2009) provides the

opportunity to explore its utility

in protein refinement.

In addition to the CDL’s

incorporation of ’/ variability, it

differs from the most commonly

used library of the previous

paradigm, the CSD-X library of

Engh & Huber (1991), both in the

source of structural models and

the number of residue categories.

Although the CDL is based

on ultrahigh-resolution protein

models as opposed to small-

molecule peptides, these sources

have been shown to be roughly

equivalent when constructing

CSD-X style dictionaries (e.g.

Jaskolski et al., 2007b). Also, the

increased number of residue

categories in the CDL (eight

versus three) has little practical

effect, as most of the new cate-

gories are based on few structural

examples and were included only

for the sake of logical complete-

ness. The vast majority of the new

information present in the CDL

arises from its ’/ variability.

An analysis of the agreement

of models in the Protein Data

Bank with the new CDL (Fig. 1)

indicates that this library

completely overcomes the major
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Figure 3
Behavior of test refinements against the LT1.7 and LT2.4 data sets. Panel contents (including error bars) and
colors are as in Fig. 2. (a) Rfree. (b) Rwork. (c) R.m.s.d. for main-chain angles. (d) R.m.s.d. for N—C�—C
angles.
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problem associated with the CSD-X library (Engh & Huber,

1991): that ultrahigh-resolution protein models exhibit

disturbingly large and increasing deviations from the library

despite having been restrained to it. This in itself is a

compelling argument for adopting the CDL for use in crys-

tallographic refinement.

The relationships shown in Figs. 1(c) and 1(d) reveal an

interesting very strongly positive correlation between how

well models agree with the two libraries. This implies that, all

other things being equal, restraining a model more tightly to

the CSD-X library leads to a model that also agrees better

with the CDL. Where the lines drop below the diagonal the

models agree with the CDL even better than they do with the

CSD-X library, despite having been restrained to the CSD-X

library. For backbone angles as a whole this becomes consis-

tently the case at about 1.5 Å resolution (Fig. 1c), but for the

N—C�—C angles this already is true at 3 Å resolution (Figs. 1b

and 1d). That the N—C�—C angle is already more robustly

determined at 3 Å resolution makes sense because it repre-

sents not just the angle between

three atoms, but also between two

peptide planes. What is somewhat

surprising is that for backbone

bond angles in general the corre-

lation in r.m.s.d.s from the two

libraries is equally as strong at

1.0 Å resolution as at the lower

resolutions.

The concomitant improvement

in fit to the restraints of the CSD-

X library and the CDL makes

sense because of their strong

correlation (i.e. if the ’/ varia-

bility within the CDL were aver-

aged away the resulting restraints

roughly match the CSD-X

library). The slope of the line fitting the distribution of models

at any particular resolution is about 0.8, showing that

restraining to the CSD-X library does not cause an equal

incidental improvement in fit to the CDL. (If the two libraries

were equivalent the slope would be one and if they were

uncorrelated the slope would be zero.) For any particular

r.m.s.d. from the CSD-X library an increase in resolution of

the X-ray data set will result in a better fit to the CDL, which is

further proof that the additional variability of the CDL is

reflective of true variability of the protein main chain. For 1 Å

resolution models the fit of the N—C�—C angles approaches

the limit of the CSD-X library. For these models the slope of

only 0.63 indicates that further tightening of the weight on the

CSD-X restraints is less effective. All this evidence together

supports the conclusion that even at resolutions as low as 3 Å

there is information in the diffraction data sensitive to ’/ 
variability which cannot be fitted by simply increasing the

weight on the CSD-X restraints. The CDL brings advantages

for improving structures at all resolutions.

research papers

840 Tronrud et al. � Conformation-dependent library Acta Cryst. (2010). D66, 834–842

Figure 4
Summary of comparisons of bond-angle agreements for test refinements. Plotted here are the mean bond-angle r.m.s.d. from those refinements where the
weight was equal to 1.0. (a) Average r.m.s.d. from main-chain angle restraints for models refined against the three libraries. (b) Average r.m.s.d. from
N—C�—C angle restraints for the same models.

Figure 5
Assessing the accuracy of models from the low-temperature test refinements. Plotted as a function of
refinement weight are the average backbone r.m.s.d. between 3lo8 and the models resulting from trial
refinements against LT1.7 and LT2.4. Colors and error bars are as in Fig. 2. Since 3lo8 is a highly accurate
determination of the protein structure within this crystal form, agreement with the 3lo8 structure can be
used as a measure of the accuracy of the structures resulting from lower resolution refinements.
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The refinements of rFNR models against diffraction data

sets at varying resolution produced two conclusions. Firstly,

the geometry quality improved substantially at all resolutions,

with little impact on the working and free R values. Interest-

ingly, these results are qualitatively similar to the improve-

ments in refinement seen on the introduction of the CSD-X

library (Engh & Huber, 1991). In that case, which was before

the introduction of the free R, when the CSD-X library

replaced the P19X library of X-PLOR (Brünger et al., 1987)

tests showed only a very small 0.002 drop in R value for a 1.2 Å

refinement and a 0.001 drop for a 1.66 Å refinement. The

accompanying drops in r.m.s.d. bond angles for the two

refinements were considered to be substantial at �13% and

�8%, respectively. Apparently, real improvements in ideal

geometry libraries do not necessarily improve the overall fit to

diffraction data (as measured by R values) even though they

do improve the overall quality of the model as seen by the

improvement in geometry ideality at an equivalent R value.

The larger 25% improvements in bond-angle ideality seen

here suggest that the adoption of the CSD paradigm will be a

more substantial step forward than the adoption of the CSD-X

library. Furthermore, the refinements against the RT diffrac-

tion data sets (Fig. 2) show that the CDL, a library primarily

derived from frozen crystals, is equally effective for models

derived from cryotemperature and room-temperature studies.

The second main conclusion from the rFNR test refine-

ments is that the improvement added by the use of the CDL

(compared with that of the CSD-X library) is a substantial

fraction of that achievable by the use of a ‘perfect’ library. The

trial refinements using the ‘perfect’ library provide an upper

bound to the amount of improvement achievable through the

use of better and better geometry libraries. We note that since

the 1.05 Å resolution model (3lo8) was the source of this

‘perfect’ library there may be bias toward these atomic posi-

tions, so that these particular tests may overestimate but

should not underestimate the power of a truly perfect library.

As such, these tests clearly show that even a perfect library is

no panacea. While its usage does cause the free R values to

drop in all but one case (Figs. 2a and 3a), these drops are still

very small. In the most direct indicator of impact, the

comparisons to the 1.05 Å reference model via r.m.s. posi-

tional error, it is seen that for the 1.7 Å refinement the CDL

provides half of the improvement provided by the perfect

library (Fig. 5a). Remarkably, for the 2.4 Å refinement the

CDL achieves >75% of the improvements provided by the

perfect library (Fig. 5b). This proves that incorporating target-

value variability into a stereochemical library can have

tangible impacts that are important even at such lower reso-

lutions. In complete agreement with this is the summary

observation that in comparison with the perfect library the

CDL captures the majority of the variability of bond angles,

meaning that any other ‘contextual’ information is of

secondary importance (Fig. 4).

We conclude that it is well worth reconfiguring geometry

libraries to be able to implement ’/ dependencies in

refinement because they improve behavior at all resolutions.

The strategy for incorporating the CDL into refinement soft-

ware should look beyond the information in this first-

generation CDL and allow the future creation of broader

context dependencies, including effects that have already been

shown to occur for peptide planarity (Karplus, 1996) and as

yet uncharacterized correlations that we presume exist

between side-chain torsion-angle values and side-chain bond

angles.
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Brünger, A. T., Karplus, M. & Petsko, G. A. (1989). Acta Cryst. A45,

50–61.
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